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Abstract

Low dimensionalstructureshave demonstrated improved thermoelec{ii€)
performance because of a drastic reduction in their thermal conductvifihis has
been observed for a variety of materials, efagrtraditionally poor thermoelectiscsuch
assilicon. Other than the reduction &, further improvements in the TE figure of merit
ZT could potentially originate from the thermoelectric povesetor. In this work, we
couple the ballistic (Landauer) and diffusive linearized Boltzmaetectron transport
theory to theatomistic spd°s*-spin-orbit-coupled tightbinding (TB) electronic structure
model We calculate the room temperature electrical conductivity, Sketmfficient,
and power d&ctor of narrow 1D Sinanowires (NWs).We describe the numerical
formulation of coupling TB to tbse transport formalismshe approximations involved
and explain the differences in the conclusions obtained from each.iiéelglvestigate
the effects of cross section size, tramgspdentationand confinement orientation, atite
influence of the different scattering mechanisms. We showstigt methodology can
provide robust results for structures including thousandatofns n the simulation
domain ad extending to length scales beydrithm,and point towards insightful design
directionsusing the length scale and geometry as a design degree of fredtofind
that he effect of low dimensionality on the thermoelectric polaetorof Si NWscan be
observedat diameters below ~7nmand thaguantumconfinement and differeritansport
orientations offer the possibility for powfactor optimization

Index terms: thermoelectris, tight-binding atomistic sp’d®s*, Boltzmann transport

Seebeclkoefficient thermoelectric power factosjlicon, nanowire ZT.



|. Introduction

The ability of a material to convert heat into electricity is measured by the
dimensionless figure of mei T = 3T/@+9), wherell is the electrical conductivityis
the Seebeck coefficient, ard and 3 are the electronic and lattice part of the thermal
conductivity, respectively. The interrelation between an8lge in bulk materials keeps
ZT low [1]. Some of tke best thermoelectric materials are compounds of Bi, Te, Pb, Sb,
Ag, and exhibit ZT ~ 1 [1, 2]. Recently, however, usingWw-dimensionalstructures it
was demonstrated thaT could be greatly increadeompared to their bulk counterparts

settirg the stage for hid efficient TEenergy conversian

It was initially suggested thahérmoelectric efficiency could beproved at the
nanoscaldecause of two reasons: i) Lalimensionality and quantum size effects could
improve the Seebeck coefficre [3], and ii) Small feature sizes enhance phonon
scattering on nanoscale interfaces and reduce thermal conduddivitindeed,large
improvements ofZT in low-dimensional suctures such as 0D quantum dots, 1D
nanowires (NWs), 2D superlattices and bulenocompositeshave recently been
achieved[4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14]. This was even achievedfor common
materials andimportantly Si based systems such as Si, SiGe, and BC1p, 13, 14].
Silicon, the most common semiconductor with thestnadvanced industrial processiss,

a poor TE material wittZT,ux~0.01 Si NWSs, on the other handhave demonstrated
ZT~1, a 100X increasel®, 13, 14, 15, and they are nowonsidered agmerging

candidate for high efficiency and largeolumeproduction TE application$16).

Most of the benefit to the measur&d values of NWsoriginates from a dramatic
reduction in the lattice thermal conductividy[15, 17, 18, 19, 20Q]. It hasvery recently
becomeevident however,that benefits fromg reduction are reaching their limitand
further increases T can only be achieved through improvements in the power factor
& 3[16, 21]. By nanostructuringthe electronic structure could be engineered to tune the
Seebeck coefficient [3, 22] and the electrical conductivify23] independentlywhich

could maximizeli § For example,Hicks and Dresselhaus suggested that the sharp



features in the lovdimensionaldensity of statefunction DOS(E) can improve the
Seebeck coefficient [3, 7Mahan and Sofo have further shown that thermoelectric
energy conversion through a single energy le@® ¢hannel) can reach the Carnot
efficiency wheng is zero p4]. Because bthe stronginterconnectiorbetweend and S,

and their dependence on the geometrical features, involved simulation capabilities that
account for the atomistic natuower large length scalese necessary order to guide

the design of such devices.

In this work the atomistic $g°s*-spin-orbit-coupled (spd®s*-SO) tightbinding
model R5, 26, 27, 28, 29 is used to calculate the electronic structure of thin silicon
NWs. Two transport formalisms are employed to calculagethermoelectric coefficns
g, S andthe power factorl 8 i) The Landauer formalism3p, 31, 32, 33, 34], and
linearized Boltzmann theory23, 24, 35]. We describe the numerical methodoésyand
the approximations used, and demonstrate why such methodology is apprapdate
efficient for this purpose.We consider different NW diametergslifferent transport
orientations ([100], [110], [111]), dérent cross section geometries aagious relevant
scattering mechanismelsing experimental values far in Si NWs, we estimatehe ZT
figure of merit Our results exploreffects of bandstructure features resulting from
scaling the channel cross sections onTtkecoefficients. Design optimization directions

based omandstructure engineering in lesimensional channels are identified.

The paper is orgazed as follows: In section lwe describe thd_andauer
approachwhich is usedto investigatethe effectof the geometrical features on the
electronic structures and the thermoelectric coefficiehtstra-scaled Si NWsln section
Il we describe the numericabproacho couple the TB modelndBoltzmann transport
theory,and the approximations usdd.section V we investigate the effects of NW cross
sectionsize, orientationand scattering mechanisms on the thermoelectric coefftsi

Finally, in V we conclude.

II. Ballistic Landauer approach for TE coefficients



The NW bandstructure is calculated using the 20 orbital atomistic-higialing
sp’d®s*-SO model 5, 28], which is sufficiently accurate and inherently includes the
effects of different transport and quantization orientations. We consider infitotedy
uniform, silicon NWsin the [100], [110] and [111] transport orientations as shown in Fig.
1, with different cross section shap&¥e assume passivated surfacese plassivation
technique details are provided in Appendix3B]] These geometrical features have an
impact on the electronistructureandthe transport propertieszigure 2 showsexamples
of n-type NW electronic structuresThe lowest subbandsre shiftedto the same origin
E=0eVfor comparison purposes. For brevity, only half of kkepace is showrkigure2a
and Fig. 2o show the dispersions ¢100] NW with diametes of 3nm and 12nm
respectively.As the diameter is reduced, the number of subbanddiged, and the
rel ative shift -lbevtaweleeny st lids defeneadsdg)nogiefs .t he 0
and oft i v al | ce=ydsandg = &, respectivelyFigure 2c and Fig. 2d show the
corresponding dispersions for the [111] NW. The shape of therdisp is different for
different orientationsThe degenergcof this valley is d =6. For [110] NWs,Fig. 2
shows the dispersion of tighm wide and 12nm tall rectangularNW (strong (110)
surface quantization), whereas F2fithe dispersion of th&#2nmwide and3nm tallNW
(strong (001) surface quantization), which produce different electronic struciires.
degeneracpy f b ot h, -tih ev als fa2ylhis degendencef the dispersions

on geometryill result in different electronic and theowlectric characteristics.

In this sectionthe ballistic Landauer formalism30] is used to extracthe TE
coefficients Although ballistic transport cannot be achieved irealisticthermoelectric
device, the results in this section indicate the upperr f or mance | i mi t , and
way to identify whether geometry could have an effect on TE properties through
bandstructure engineering. The results from this method are compared to the results from
the diffusive Boltzmann transport method in setill.

In the Landauer formalism the current is given by



J:-%awg-%'yg (1a)

= 28y (f ) (1b)
k>0

wherev is the bandstructure velocity, amgd f, are the Fermi functions of the left and
right contacts, respectivelpwuxiliary functions R l“(f) , 1,T) can be defined as
- ?_Oa Vk( fl 'fz)(Ek HZ)a
R@ = k>0 ’ (2)

(m- a)

whereps, U2 are the contact Fermi levels, aBgis the subband dispersion relation. This

formula is the same as the one desdiln references3[L, 37], where for small driving

fields gV the linearization f - f, =q VlgufEl is applied Here, however, the

computation is explicitly performed ik-space rdter than energgpace. From these
functions, the conductanc&, the Sebeck coefficientS, and the electronic part of the

thermal conductivityse, can be derived as

G=RO, (3a)
1RV
S== oo (3b)
e er® 2g1
_lé € U1
@_?gz = t (3¢)

Using this approachthe power factor (defined a% $G/Area*S’) has been
calculated. It is shown in Fig. 3 as a function of the ondimensional carrier
concentrationfor cylindrical ntype NWs in the three transport orientations [100], [110]
and [111] for two different diameteB=3nm andD=12nm. Compang the magnitude of
the power factor fobD=3nm the[111] NW with a 6fold degenerate band has a higher
power factor than the other NWs. ThE0O0] NW, with a 4f ol d degvalleyer at e
follows, whereas thgl10] NW with a 2f ol d d e gvallaydas &d lewesdi power
factor. Subbands with higher degeneracies, or subbands with edges very close in energy,

improvethe Seebeck coefficiemthich canbe beneficial to the power factdle showin



section Il however, that once scatterirsgncluded in the daulation,the conductivity is
degraded which turns out to be a more dominant effect than the increase in Seebeck
coefficient. For D=12nmin Fig. 3,the NW bandstructure becomdmilk-like, and any
orientation effects that existed because of the bandsteuddifferences in lower
diameters, are now smeared olihe interesting observation, however, is that under
ballistic conditions, it seems that it is possible to improve the thermoelectric power factor
by featuresizescaling in agreement withtber theoetical ballistic transporstudies, 81,

32, 33, 34]. The magnitude of these benefits, howeigonly within a factor of two

To also emphasize the effect of the different confinement orientatibigs,4a
shows the power factorfor n-type [100] NWs,as a function of the carrier concentration
for different confinement conditiorfer a squareNW. Starting from thel2nm x 12nm
i b ull i KIN®/ Oweexamine two cases: (i) weduce the size of one of the sides,the.
heightH is scaledto H=3nm, while thewidth W is kept atW=12nm in decrements of
1nm (red lines)Thi s represents the <case dDfodgoal ing
devices(ii) We scaleboth the widthw and heighH simultaneoushydownto W=H=3nm
in decrements of 1nigblue lines).In both caes, decreasing the feature size of either side
increaseshe peak of the power factofrhe increase is larger when both sides are scaled
noted (3,3) In this case, cross section scaling is beneficial for the power factor. Those
benefits are ~50%, and appear for sdees below ~7nnffor sizesabove that the power

factor saturates)

Figure4b, shows the same features for thetype [110] NWs. The sideare [110]
in the width and [001] in the heigltirections Two device families are showii)
Devices with constant width alg[1-10] atW=3nm, while the height alon@01] varies
from H=3nm toH=12nm (thin and tall NW$ red lines). (ii) Devices with the reverse
aspect ratio, for whichV varies fromWw=3nm to 12nm, whiléH is fixed atH=3nm (wide
and thin NWsi blue lines).The peaks of the power factors of the first device series (red
lines) are higher than those of the second device series (blue lines). Interestingly, they are
even higher than the peak of the fully scaled 3nm x 3nm NW, indicating that cross

section scaling isnot always beneficial even for ballistic channelsThe relative



performance in these channels, as in the case of the ones described in Fig. 3, originate

from the higher 8ebeck coefficientwhich is a consequence of the larger number of
subbands/degeneias in the electronic structure of thisnowirenear the conduction

band edgeThe 3nm x 12nm NW has a higher performaiican the 12nm x 3nm

because, apreviouslyshown in Fig.2e t he band edgesvall dhe dr «
nearby in energyFor the 12nm x 3nm NW in Fig. 2f, the eif v a bré heghes in

energy and do not participate in transport.

Figure4c and Fig. 4d show tHegure of meritZT values ofthe deviesin Fig. 4a
and Fig. 4b, respectively,using a single valuef =2W/mK for the lattice part of the
thermal conductivitywhich was experimentally demonstrated for N3, [L5, 18]. ZT
follows the shape and trends of thmower factor. Interestingly, under ballistic
assumptions, very highT valuesup to 4can beachievedWe emphasize that such a low
value for the thermal conductivityas experimentallpnly beenachieved in rough or
distorted NWs. We still use it, howevealthough for electrons we consider ballistic
transportOur intention here is to provide an idealized upper value foZtha Si NWs.
As we will describdater on in section IYsuch values cannot be obtained oscdace
roughnesscattering isncorporated On the other hand, other methods for achieving very
low thermal conductivity values have been theoretically proposed, which do not rely on
surface roughness. Markussenal., has proposed that Si nanowires, having surfaces
decorated with moleculesould also significantly reduce thermal conductivity, for which

case our results are more relevad [

Another possibility to further improvihermoelectriperformancas by adjusting
the bandpositioningthrough gating. The gate electric fieklmilar to transistor devices,
could $ift the bands and change the thermoelegirpertiesFigure 5 demonstrates this
effect. Figure 5a shows the electronic structure ofDk&2nm [111] Rtype nanowire
under flat potential in theross sectionwheeas Fig. 5b under high gate inversion
conditions. The separation of the bands has changed, and this results in an improvement
of the thermoelectric ballistiZT value by ~40%, which is a significant improvement.

Careful design of the subband placementhisrefore, needed for improved performance.



The nanostructure geometry enters the design through subband engineeritightfhe
binding (TB) model is particularly suited for this, because the computational domain can

be extendetbeyond10nm, and the effedf length scale can be properly investigated.

lll. Linearized Boltzmann approach for TE coefficients

The ballistic Landaueapproachemphasizes the effect tife Seebeck coefficient
through subband positioningvhereas the conductivity of the cimel is not affected by
the otherwiseenhanced scattering ultra-narrow channeldn this section, we describe
an approach to couple the TB model to linearized Boltzmann trarteportyin order to
investigatethermoelectric TE) properties in1D Si NWsin the diffusive transport
regime Several approximations are made in order to make the computation more robust,
without affecting the essence of the conclusiolitfse entire procedure is described in
detail in our previous wos([23, 39]. Here, we only preent the basic formalism, but we
focus on the numerical and computational details of the method.

In Linearized Boltzmantheory, theTE coefficientsare defined as:

s =q2 FUES, ”fo ;(xe) (4a)
E G
ﬁdESe o Sp@m— = ¢ (4b)
B T e kT
k, =k, 7T piaEs, Mo O 3E-E O 4
e ST ¢ o
k.= kT & (4d)
The transport distribution functiok (E)is defined as34, 35):
1. ,
X(E) =5 v’ (k).(k) ¢E £(K))
5
=28 (E)t,(B)do( 8



wherev, (E)

_1pE,
h

is the badstructure velocityt,, (k,) is the momentum relaxation

time for acarrier with wavenumberk, in subband, and

o (E)=or

- - 6
2ph v, (E) ©

is the density of stasefor 1D subbands (per spifhe transition rateshm( K, K) for a

carrier in an initial statek, in subbandn to a final statek in subbandm is extracted

from the atomistic disgrsionsusing Femi 6 s Gol40len Rul e |

Sum( K. k;)=% Hn [ o( B K) -E( K - B W

Usually, the momentum relaxation times are calculated by:

1 N \pm(k'x)
= , k)& ——— cosJ
() "8 Sl BRI iy ©

where in 1D the angld can take only two valueg =0 andJ = ([40, 41].

In this work, we calculate the relaxation times by:

A& V(K
m, K, Q

(k) v (k) ©

Both aresimplificatiors of the actuakxpressiorthat involves an integral equatidor 7
[41, 42, 43, 44
1. A& V(K (K Tul(K)
—y oA Siel ke k)&
106) =8 30 KB 6y 1)

While selfconsistent solutions of thisquationmay be found, this is computationally

(10

very expensive, especially for atomistic calculations. Therefore, it is common piactice
the literatureto simplify the problem[45, 46, 47, 48], and often sufficiently accurate
results are obtained using the above approximaf{?43]. For a parabolicdispersion

the use of Eq. 8 and Eqi®equivalent. For a generalized dispersion, havevhere the
effective masof the subbands is not well defineahd the valleys appear in various

places in the Brillouin zonend the use of Eq. 9 is advantageous.



The matrix element between a carrier in an initial stqten subbandn and a

carrier in a final staté, in subbandnis defined as

ol

Ho? :viv_rl Fﬁ(ﬁz)* e"*Us(T) F(R & d Rd (12)

where the total wavefunction is decomposed into a plane @&V thex-direction, and

a bound stateFv(Ii) in the transversein-plane, with R being the iRplane vector.

US(F) is the scattering potentiahd W is the normalization volumé&Ve note here that

Eq. (11), and later on Eq. (14) aBd. (23) involve integrals of the functidf, over the
NW in-plane R. However, Fyn is only sampled on the atomic sites. In the actual
calculation the integrals ovét are converted to summations over the atomic sites. The

procedure is described in detail ipgendix 1.

Elastic and inelastic scattering processegaen into accountVe consider bulk
phononsandfollowing the same rules when selecting the final states for scattering as in
bulk Si. For ntype nanowires NWSs), the elastic processedue to elastic acoustic
phononssurface roughnesSRS, andimpurity scattering are only treated as intedley
processeswhereas inelastiprocesses due ioelastic phonons are only treated as mnter
valley (IVS). An example ofsuchtransitions is shown in Fig for the D=3nm [110]
NW. Although all valleysdrom the bulk Sielectronic structure collapse from 3D to kD
space in our calculations, we carefully chose the final scattering states for eachyevent
taking into account the degeneracies of thejected valleys for each orientation
differently, as also indicated in Fig. @:or inelastic transitions all sik and g-type
processes are includedd] 49]. For ptype NWs we consider ADRacoustic deformation
potential)and ODP(optical deformatiorpotential) processes which can bersband and

inter-bandas well as intravalley and intewvalley.

For the scatteringate calculation, we extend the usual approach for 3D and 2D

thin-layer scattering commonly described in the literatu4],[to 1D electronic

10



structuresFor phonon scattering, the aghtion rate of a carrier in a specific subband
as a function of energy gven by[23, 39:

a 11206
1 zggé\lw+§+29
tn(E) n h o (12
d) k[ a v, (k) &
ety Ly dE (k)-E(K) h el m\x)
Xéa_x nﬂ;' k)r(’:)(l Ky Ke® O te m( X) n( X) M)E:ﬁ Vn(kx) af

where iw,, is the phonon energy, and we have us¥d-AL, . Foroptical deformation
2
potentialscattering ODP for holes, IVS for electrons) it hol(#(q‘ = Doz, whereas for

2
acousticdeformation potential scatterifdDP or IVS) it holds‘Kq‘ = qZDADPZ, where

Do andDapp are the scattering deformation potential amplitu@gsifically for elastic
acoustic deformation potential scattering (ADP), after applying the equipartition

approximation, the relaxation rate becomes:

1 =£ DADPZkBTél e —1 N é Vm(kxl) 6(
Z.ZDP (E) h /’Szu é%;& nnl; dkx',kx° Ok ‘éEm(kx) En( kx))éé, Vn( kx) % (13)

whereu,is the sound velocity in Si.

In the expressia abovethe quantities in theight-handside are allk-resolved
when computed from the electronic struct(&), whereas the scattering rate in tof-
handside is a function of energy. Thé&function in Eq. (12) and (133tatesenergy
conservationNumerically, theE(k) relation needs to be discretized in eneryy states
are sorted in energwnd at a particular energy, arrays with all relevastates from all

subbands areonstructed

One of the computationally most demandingsteps in terms of memory

requirements is the calculation &f'y , the wavefunction overlapetweenthe final and

initial statesThe calculation of thiguantityinvolves anintegral of the fom:

o (R &R (14b)

Pyl

11



SACELNCENE) @)
For the larger NWs, thisalculation of the matrix elementaposes duge computational
burden All wavefunctiors of everyk-state forevery subbnd need to be stored because it
is not knowna priori for each initial state which are the correspondingl scatteringk-
statesandat which subband when calculating the electronic structuas indicated in the
scattering examples of Fig. Bhe D=12nm structurs that could include 5500 atoraach
described by 20 orbitalgind a typicalk-spacegrid of 200 pointsand considering100
subbandstequireseveraltensof Gbytes for the storage of the wavefunctions aléioe.
computational efficiencytherdore, we use the following scheman each atom we add
the probability density of the components of each ruhital wavefunction, and
afterwards perform the final/initial state overlap multiplication. In such way, we

approximate the form factor compornewf a lattice atom at a specific locatiéyy by:

m,n
‘rkx',k

2 - ' * - b b*
| =a FaFae aFFup
a b

© a I:n&,IkXFn,II)g(* a,b a.Fmél;Fmek 0; b (15)
a, b a b

2 ‘Z’“F&'Z 1<Fn'&>2<':ml§'>2

where a, £ run over the tighbinding orbitals of a specific atonWith this the overlaps

a
Fok.

are computed usinghe probability density of each state, as in a single orbital (i.e.
effective mass) modeglthough we still keep thk,-dependence of the wavefunctions
The approximation in EdL5 is important because it reduces the memory needed in the
computation by 20Xallowing simulations of large NW cross sections with only minimal
reduction in accuracy. Indeed, our numerical overlaps agree with the analytical
expressions for the wavefunmti overlaps if one assumes sinecosine wavefunctions
and parabolic bands,hich can be derived to B&/ 4A for intracbandandl1/ A for inter-
bandtransitions whereA is the cross section area of the N84, 40]. This is clearly
indicated in Fig.7, where we show the wavefunction overlap the ntype [100] and
[110] NWs withD=6nm between thstatek=0, in subband=1, andseverafinal states in
units of 1/A. In Fig. 7a, the intrdband transitions arehown with final states1 subband

m=1, and varying k-values. The wavefunction overlapare indeed very close to the

12



analyticalvalue of9/4. In Fig. 7b, the inteband transitions are shown with final states
subbandsr=12.6 , 1 2 k=0.Tlke first point, fom=1 is the intraband transition which

gives ~9/4, whered®r higher bandshe ovelaps reduce to lower valuesound~1. The

values are very close to the analytical ones, do not have signikalgendence, and

should not affect the qualitative nature of the results significaiithg price to pay,

however, is that withhis simplification the phase information for the wavefunctions is

lost, and the selection rules are incorporated into the scatteg r at e cal cul at
h a n #lawever this treatmentis consistenwith that for scattering in bulk and ultra

thin-layer structuresrepoted in the literatureStill, even after this simplification the

storage of the probability density for the larger diameter NWs still requires several Giga

bytes of memory.

For surface roughness (SRye assume a 1D exponential autocorrelafimetion
[50] for the roughness given by:

(a( ) (a+-r)) =iReti (16)
with gpms = 0.48nm and.c = 1.3nm §8]. We derive the wface roughnessatrix element
assunng that SRonly cause a band edge shift. The scattering strengthiven bythe
shift in the sulband edges witiameter scalindDE., / D[51, 52]. The transition rate

is derived as:

SRS 2p a 0oDE: é—Z\/EDrmSZLC 0 AN
ok k) =2 TE D B g E(%) -E(K). @

whereq, =k _ -K. As described by various authotse band edge variatias thecause

of the major impact o8RS in ultrascaled channelglg, 51, 52, 53, 54]. In Refs A8, 52

it was shown that that the SRS lted lowfield mobility in ultrathin nanostructures
follows a L® behavior, wherd is the confinement length scale, origingt from this
subband shift due tihe variation ol.. This SRS model is a simplified one, compared to
the ones described in Re®g[ 55, 56, 57] that account for additional Coulomb effects,
the wavefunction deformation at the interface, and the posafoelectrons in the

channel. Tiese effects are ignored here since they only cause quantitative changes in our

13



results,whereasour focusis on qualitativetrendsthat originate from geometrinduced

electronic structure variations

Figure & and Fig. 8blsow the shift in the band edge®E/ D as a function of
diameterfor the conduction and valensalband, respectivelylndeed, the trends follow
a D power lawboth for electronsand holesas expected, with some minor deviations.
For the n-type the lowest valleys havdightly lower band edge shifts compared to the
higher valleys. In the calculation of the SRI$& i a n-d valteys bretakenseparately
into account when calculating the scattering rdtee orientation dpendences more
evident in the case offype NWs. The band edge shifts are larger for the [100] NWs,
whereas the band edges of the [111] NW affected the leadby diametervariations.
The sensitivity of the band edges can be directly correlated with a confinement effective

massny. . Using thesimplenotion of aparticle in a box wherthe ground state energy is
E =p*n’/2m. ¥, approximate values fam. can be extractedhese are shown in Fig.
8c and Fig. 8dFor ntype NWs, the [110] orientatioshowsthe largestmy., whereas for

p-type NWs the [110] and [11INWSs have the largestn.. The slight deviation in the
band edges from th®™ law at smaller diameters, which redsdke rate of increase in
the scattering matrix elemenare also reflected as an increase in the confinement

effective massThe value of my. of the ntype NWslies between the longitudinal and

transversepulk Si masse®f m=0.9m, andm=0.19m. For ptype NWs, the m. values

for the larger NW diameters are akde the bulk Si heawhole massn,;=0.4my. For the
[100] orientationthey remain in that region fdhe smaller diameters as well. For the
[110] and [111]orientationson the other handyy. increases as the diameter is reduced.
This is a important observatiothat indicates that the-fype [111] and [110] NWs will
be less sensitive tsurface roughness scatterigR. Forthermoelectrianaterialsthis
can be especially important since SRS is needed for the reductiarimal conductity

9. The fact that an intrinsic bandstructure mechanism makes the conduotioryy
tolerantto SRS could help in power factor optimizatiorsuchchannelsn which rough
boundariesre favored

14



For ionized impury scatteringhe scatteng potential isapproximatedy:
2 -ﬂf(ﬁe R R/l
% e
W KR R)

where R is the position of an electron in the 2D cross sectiona0, influencel by an

Us(r)=

(21)

impurity at (X, ﬁ'), and thex direction is assumed to extend to infinityhe 3D

screening lengthp is given by:

L _\/ks KT A—l/Z(hF)
e

AL : 22
an Ay,(h) (22)

where A, (hF) is the FermiDirac integral of ordet), and n is the carrier concentration.

The matrix element foelectronimpurity scattering then becomes:

3 Fox PR G F.
H;j:,”kx(R'):;< jﬁie\/R = —¢ gﬁ\ ¢ (23)

where the expression in the brilplongehdaneel i s t he

deviee. For a cylindrical channel, the expression in the parenthesis is the modified Bessel

function of second kind of order zerls, (q, I?Q') [48, 58, 59, 60.

The total transition rate due to impurity scattering is computed after taking the
squae of the matrix element, multiplying bMLx, the number of impurities in the

normalized cross sectional area of the NW in the length of the unit cell, and integrating

over the distribution of impurities in the cross sectional area é\ber‘l’he impurities are

assumed to beistributeduniformly in the volume considered
Thetransport distribution functionTQ) in Eq.5 turns out to be &ery convenient

meansto understand the effect of the electronic structure ontlibemoelectric TE)

coefficients.Figure 9a shows the phontimited TDs for ntype NWs ofD=3nm. The

15



TDs for the three different orientations [100], [110] and [111] are shown. There are two
observationshat determia the performance of the NWs. i) Thewv energylinearregion

where only one subband participates in transpotty, slope proportional t&/ m , where
h is the degeneracy of treulband[39]. ii) The separatiorof the TD from the Fermi
level, A.. The cbse the TDis to theFermi levelfor a particular carrier concentration

and the higher its slope, the larger the conductauitgt mobilitywill be. This is shown in
Fig. 9b, where therientation dependence of tiheobility correlates with th@rderthe
TDs appeawith respect tadhe Fermi levellt is important to note that since the transport

anddensityof-states DOYS) effective masse@m*) are the saméor NWs, a reduction in

m  will not only reduces, in order to keep the carrier concentration fixed, but it will

also increase theI slope, finally having a doublgositive impact on the conductivity
[39, 61]. Figure 9c shows different situationregardingthe TDs for ptype NWs of
D=12nmin the three oriemttions.As the NW diameter increases, the DOS of the NWs
approaches the bulk DOS, ard is the same for all NWs. heir slope however, is

different which is reflected in thdarge anisotropy in the mobility in Fig. 9lote that
there are more subbands which result in more peaks in the TDs of the larger NWs

compared to the narrower ones.

As mentioned previously,ne of the approximations wés that ofbulk phonons.
Bulk phonons provide an ease of modeling and allow the undenmstadi the
bandstructuresffects on theTE coefficients still with good qualitative accuracy in the
results.Confined phonons in NWs can have very different dispersions and properties than
bulk. However, lhe effect of phonon confinement for the thinnest N&¥amined in this
work is not that strong; itan be of the order of 120% (reduction in conductivityjand
declines fast as the diameter incredgés 46, 47, 62]. In the literature it is common to

employ higher than bulk deformation potential valieadcount fophonon confinement

[48, 63, 64, 65]. Here we uséeformation potential parameteB$2e° =13.24x1¢ eV/n,

D>e*=5.34 eV, and Dea*=9.5 eV from Refs {5, 46, 61] which are moresuitable

for NWs. All other electroaphononcoupling parameters are the bulk values taken from

[40]. The qualitative behavior of our results mostly depends on the shape of the
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bandtructure and not on the strength of the phonon scattering mecbahsna more
guantitative description of the resjlipphonon confinementas to be accounted for.
However, even in that case, phonon scattering is not the major scattering medghanism
NW devicessuited for TE applicationsThis is clearly demonstrated in Fig. 10, again
using the TD feature$sor ADP-limited (bluedotted), ADRODP-limited (bluesolid),
SRSlimited (red), impurity scatteringimited (green), and th&D including all scattering
mechanismgblack). In Fig. 10a noderate values fosurface roughnes&pm<=0.24nmn)

and impurity concentrationy=10"%/cm’) are usedStrong scattering will lower the TD
value and degrade conductivifyrtom the important low energy region, we observe that
both SRS and impurity scattering mechanisms are stronger than ploatieniisg. Figure
10b shows the samg=0#8am and ¢X0S/cn?, Which arenmoteh
relevant for high performancthermoelectricdevices(around the peak of the power
factoras it will be shown in section WSRS and impurity scatteringeamuch stronger
than phonon scattering. A calculation of fleonon contributiorio the total scattering
rate shows that it isonly 12% and 6%n the situations of Fig. 10a and Fig. 10b,
respectively, everwith the larger than bulk deformation potentiavalues[23]. The
strongest mechanism impurity scattering, whicldominates the scattering procesages
such high concentrations. Indeed, this is in agreement with impurity scattering in bulk Si
which reducesthe mobility by almost an order of magnitudeoin the phono#imited
value at such high concentratior&][ This shows that the details phonon scattering
strength for NW devices might not be of great importance to the total channel
conductivity. This also demonstrates the importance of modulation doping in achieving

high thermoelectric performance.

V. Sinanowire thermoelectricoefficients

Geometrical features such dmmete and orientatiorwill affect the electronic
structure, andnfluence the electrical conducitly and the Seebeck coefficientf one
considersa specific carrier concentration, the influence of geomethows upis two

ways: i) The band edges (vansport distribution functiongD) shift with respect to the
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Fermi levelas the geometry changeg The effective masses (or carrier velocities)
changeThe changes will be different for different NW caskshange ini. =E; -E;

will affect both the conductivity and the Seebeck coeffici€hts effect is shown in Fig.
11a and Fig. 11prespectively using a simplelD subband and effective mass
approximation.Changes in/. affect the condctivity exponentidly, but affect the
Seebeclcoefficientonly linearly, (andin aninverseway). The conductivity therefore, is
affectedmuch more than the Seebeck coefficierht a specific carrier concentration,

changes im. can fappen as follows) In a NW channel with only few subbands, once
the diameters reduced /1. increases in order to keep the cardencentratiorconstant

as explained in detail in Refs [23, 39]his reduces the conductivity exponentiaify.

The DOS changes thragh eletronic structuremodificationsand /. will adjustto keep

thecarrier concentration constant.

As a consequence,nse the electronic structures of the NWs in different

orientationsare different /2. will differ as well,resulting inorientationand geometry

dependencef TE performanceFigure 12 shows the power factor for théype (solid)
and ptype (dashedNWs with D=10nm, in the [100] (blue), [110] (red), and [111]
(green) transport orientation3he Boltznann transport formalisnwas used Some
orientdion dependence can be observegpecially inp-type NWs the [111prientation
givesalmost~2X higher power factorthan the other tw-type NW orientatons. Note
that ptype NWs perform lower than thetype NWs for this NW diameter, but this

differenceis less severe for smaller diamete28|[

The conductivity usually degrades with diameter reduction because of the
enhancement adcatering mechanisms such as phorama surface roughness scattering
(SRS) atsmaller feature sizefigure B shows the effect of the diameter reduction on the
TE coefficients for the [100]4type NW at room temperaturehonon scatteringnd SRS
are consideredFigure 13a slows that the electrical conductivitgecreasesas he
diameter of the NW is reduced. On the other hand, the Seebeck coefficient iBlFig. 1

increasedor the smaller diameters due am /- increaseOverall, the power factor in
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Fig. 13c decreasewvith diameter, because tlwenductivityis degraded much more than
the Seebeck coefficients improved Using an experimentally measured value for the
thermal conductivityg=2W/mK [15, 18], we compute th&T figure of merit inFig. 13d.

ZT is reduced with diameter reductiorgllbwing the tred in the power factor. Two
important observationsan be made at this point: i) Tleenclusionsare different from
what previously described in Fig.ahdFig. 4 for ballistic transportThe increase in the
power factor andZT at reduced feature sizds not observedwhen scatteringis
incorporatedOn the contrary, the performance is degraledause of aductionin the
conductivity i) ZT ~0.51 can be achieved in Si NWSs, in agreement with recent
experimental measuremeni®| 13] (reduced fronZT~4 unde ballistic consideratiosin

Fig. 4. On the other hand, the valwg=2W/mK used for the calculation AT is
measured foiSi NWs of diameter®=15nm [L5, 18]. This might be even smaller for
smaller NW diameters or even orientation depend@ntd8g]. The power factor an&T
could potentially change and higher performance could be achievedrthgess, the
magnitude oftheseresults is in agreement with other reports, both theorets¥algo]

and experimentallp, 13, 14, 65].

The results irFig. 13only consider phonoscattering and SRS he peak of the
power factor, howevemppears at carrier concentrations of’dn’. In order to reach
such concentration high doping levels aequiredandthe effect of impurity scattering
thus cannot be exclugt. In Fig. 14, we demonstrate the effect different scattering
mechanisms for the-type [100] NW of diameterdD=5nm The conductivity in Fig. 14a
is strongly degraded from the phorlamited values (blue) onceurface roughness
scatteringSRS(black) and most importantly impurity scatteriffged) are included in the
calculation. The impurity concentratiamsed at each instance is equal to the carrier
concentrationThe Seebeck coefficient in Fig. 14b does not change significantly with the
introduction ¢ additional scattering mechanisms becaitise independent of scattering
at first order B1]. The conductivitydominates the power factor, which is drasticall
reduced due to SRS and mostiypurity scatteringFig. 14c) This can also reduce the

ZT as $iown in Fig. 14drom ZT~1 down toZT~0.2.Since impurity scattering is such a
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strong mechanism, for high performance NW TEs alternative doping schemes need to be
employed such as modulation doporgcharge transfer techniquigs, 70, 71, 72)].

V. Condusions

We presented a methodology that couples the atomistitss{SO tightbinding
model to two different transport fimalisms: i) Landauer ballistic anig Linearized
Boltzmann theory for calculating the thermoelectric power factor in uttien S
nanowires We introduced some approximations needed to make such methodology
robust and efficient, and explained the differences in the conclusions obtained from these
two different transporimethods Using this formalism theomputational domain can be
extended to Al argeo feature sizes,sgthal Onm) st
the length scale degree of freedom can be propedyg as a design parametéte show
that geometrical features such as cross section and orientataldspotentially provide
optimization directionsfor the thermoelectric power factor in NWk the Si NWs
investigated, low-dimensionality and geometrical features affettie electrical
conductivitymuch more than th8eebeck coefficientThe conductivity is, thefore, the
guantity thatcontrols the behavior of the power factor ahé figure of meritZT, in
contrast to the current view that the lowlimensional features could provide benefits
through improvements in the Seebeck coefficidtte finally show that inpurity
scattering is the strongest scattering mechanismamowire thermoelectrichannels, and
ways that allow high carrier concentration without direct doping claulgkly improve

the performance.
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APPENDIX 1: Wavefunction overlap integral / numerical calculation of the sum

The wavefunctions in tigHbinding are sampled on the atomic sites. Equations (11) and
(23) involve integrations ovehe inplaneR perpendicular tdhe nanowire axisln the
calculation the integrals oveR are performed by transforming the integrals to
summations over the atomic sifdsBelow we demonstrate how this is performed for the
calculation of the wavefunction overlaps in the case of phonon scatt@hegnatrix
element needs to be squared in the calculation of the scatteringWaggsis required is
integrationof the type:

= L (R) R (AL12)
2Ky R
where ren (R)=F. . (R Ry (R (A1.1b)

and1/A? originates from wavefunction normalization.
We convert thentegral to a sum by

1 20 L (. 1 .
ZFf{-)d R AgRl() A ~ 9(), (Al.2a)

where DA =A/ N, andN is the number of atomic sites in the unit cell of the NW.
Therefore,

o= o (R R =a en(§ Saga (W .

In the wavefunction normalization, the usual expression in integral or summation form is:
;_{\ Fljr"kx (R)F., (R da=1, (A1.4a)
or %% F. (R)Fo (R =1 (A1.4b)

Numerically, however, the wavefunctions provided by the eigenvalue solvers are already
normalized and give:

YNNG o

whereF,, =JNF,, .

The expressiom Eq. (A1.3)then becomes:

1 13, . omn ()2

m,n :_é\la rkx",kx ’
"k Ag R ( )

X 1

where 7"y (ﬁ) is calculated using the actuélexpressions given by the eigenvalue

solver, and:r "} (Ii) =N ( TQ)
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APPENDIX 2: Bond Passivation (sp- Hybridization) in tight -binding, following for
Ref.[36]:

The passivation of the bonds that reside outside the domain of the NW, is done
using asp’ hybridized scheme. The construction of the Hamiltordasumes sums of
couplings betweeratomic basis orbitals (orbitapace) This means that each -gite
elementrepresents a specific orbital ahds contributions from four bonds (couplings).
In order to passivate a specific bond, a transformation to the hybridifespace is
performed. This means that the transformed magside in the hybridized "borgpace”,
in which all hybridized orbitals are aligned along the four bond directibims.onside
element of thehybridized orbital along the dangling bond directitrat is to be
passivated is then raised to a large vdR@ eV) in order to be placed away from the
energies of interest anbt to affect the bandstructure calculatiofhe bonds from an
anion to the four cations and vice versa, are formed primarilypbfpybridizaton as a
linear combination obnly thes andp orbitals. Thesp® hybridized orbitalsfrom an anion
to the cations are:

‘Sp3>[a1”1__(|s)+9 %) | %) 2:‘3@;5 0 & 1 1 1¢l9) o
a- C u
e84 boy 1e) 4Pl g 1 g 10, e
& o) ¢ U281 -1 -1 ‘JSFP
St CRUNTNDRS LISt R SRR
s 228 A ) 19) 8,
(A2.1)

whereas thep’® hybridized orbital§rom a cation to the four anions are:

a 1 > ¢ a
s8)50 =205 4w [0) 1) g, ? ‘
ca_1 é ca U & -1 4 189 o
9)s o9 to) bo) o) 99, 808 1 1 -afe) b,
“a_1 o) " U2é -1 1 18p) U
594 i(|s>+ +5) | #) g\ >f_ni@3 AN
P =24 tn) Fo) [ 9) 8P e
(A2.2)
The passivation is then achieved by a transformatiop as follows:
[H]Hybrid :Vsp3 gHE(sp) ‘&Aﬁ' (A2.3)
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E

S

E o

HE(sp) = E , Is the omsite matrix consisting only of theand
Py

Epz

p orbitals. Once the transformation takes place, thsitenelements of the hybridized
space matrialongthe bonds to bpassivated are raised Hy43)ii=30eV.Finally, a back
transformation into the orbital space will give the passivated matrix elements:

where:

(D~ (D~ (D~ (D~ (D

—\/A &
[H ]Passiv _Vs,p3 SH Hybrid -|Ihs,p'i gsa , where (A2.4)
&3,
_% a
hsp3 - g a, , With & been 30eV or zero, dependiog whether the bonids
e a,

passivated or not.
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Figure2:
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Figure 3
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Figure3 caption:

The thermoelectric power factarersus the 1Dcarrier concentration under ballistic
transport conditiongor n-type NWs of D=3nm andD=12nm in the [100] (blue), [110]
(red), and [111] (green) ientations.
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Thermoelectric features for-type [100] (left column) and [110] (right column) NWs
versusthe 1Dcarrierconcentration under badtic transport conditions. (a) £100] NWs.
Red lines: NWs with cross sectiozes\W=3nm to 12nm, whiled=3nm fixed (wide and
thin NWSs, approaching a thinody). Blue lines: square NWs with cross section sizes
W=H=3nm toW=H=12nm. Increments in sizes are of 1nm. (a) Power fac®r(c) ZT
figure of merit. (b, §1[110] NWSs. Red lins: NWs with cross section sizé&3nm fixed,
and H=3nm to 12nm (thin and tall NWs, approaching a-ay device). Blue lines:
NWs with cross section siz&§=3nm to 12nm andi=3nm fixed (thin and wide NWs,
approaching a thibody). Increments in siseareof 1nm. (§ Power factorli $ (d) The
ZT figure of merit. The filled rectangles indicate the NW cross secge2W/mK is
used for the thermal conductivity.
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Figure 5:
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Fiqure 5 caption:

The effect of gate field electrostatic potential on the electronic structure and tladballi
ZT figure of merit of the ftype [111] D=12nm NW. (a) Theandstructuregor a flat
potential profile. (b) The bandstructure under strong inversion, gv£1.0V. (c) The
ZT figure of merit for the NW versus carrier concentration under no bias,rafet large

gate biacases
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Figure 6
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Figure6 caption:

Dispersions of th¢l10] NW of D=3nm with the scattering mechanisms indicated. {a) n
type NW. Intravalley elastic and intevalley inelastic (IVS) processes are considered

(between the three valleydollowing the bulk silicon scattering selection rules. For NWs

i n di fferent

where they originate are shown in tiable Following the bulk scattering selection rules,
however,each of the valleys is considered independerdy.p-type NW. Elastic and

inelastic processes are considered within the entire bandstructure ahdrantervalley

scattering is considered.
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Figure?:
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Fiqure7 caption:

The wavefunction overlap tegral between a state at k=0 in the first subbaitld (a)
states of differenk in the first subband, and (kjith states atk=0 but different subbands
in units of 1/A, where A is the area of the NResults fom-type [100] and [110] NWs
of D=6nm are shown The analyticalvalue for the integral is 9/4 for inti@and

transitions, and 1 for intdvand transitionslnsets:Schematicsndicating the initial and
final E(k) states(the dispersions are of tHe=3nm, [110] ntype NW, for which the

transitions can be more easily visualized)
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Fiqure 8 caption:

Change in band edges a function of diameter. Results for NWshe {100] fliamond

blue), [110] (crossed), and [111] fquaregreen) transport orientations are shown. (a)
Conduction band. Results for the lower valleys (solid), and upper valleys (dashed) are
shown. (b) Valence band. The dastidalck line indicates thB™ law. (c-d) The average
confinement effective mass for NWs in different orientations versus the diameter. This is
calculated from the change in the subband edges with confinement using the particle in a
box quantization picture. Results for [100] (diamdntde), [110] (trianglered) and [111]
(squaregreen) transport orientated NWs are shown. {igpe NWs. (d) gype NWSs.
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