
 

1 

Modulation doping and energy filtering as effective ways to 

improve the thermoelectric power factor    

  

Neophytos Neophytou1 and Mischa Thesberg2 

1School of Engineering, University of Warwick, Coventry, CV4 7AL, UK 

2Institute for Microelectronics, Technical University of Vienna, Austria 

 

e-mail: N.Neophytou@warwick.ac.uk 

 

Abstract 

 

 

Thermoelectric (TE) materials have undergone revolutionary progress over the 

last 20 years. The thermoelectric figure of merit ZT, which quantifies the ability of a 

material to convert heat into electricity has more than doubled compared to traditional 

values of ZT~1, reaching values even beyond ZT~2 in some instances. These 

improvements are mostly attributed to drastic reductions of the thermal conductivity in 

nanostructured materials and nanocomposites. However, as thermal conductivities in 

these structures approach the amorphous limit, any further benefits to ZT must be 

achieved through the improvement of the thermoelectric power factor. In this work we 

review two of the most promising avenues to increase the power factor, namely i) 

modulation doping and ii) electron energy filtering, and present a computational 

framework for analysis of these mechanisms for two example cases: low-dimensional 

gated Si nanowires (electrostatically achieved doping), and superlattices (energy filtering 

over potential barriers). In the first case, we show that a material with high charge 

density, but free of ionized impurities, can provide up to a five-fold thermoelectric power 

factors increase compared to the power factor of the doped material, which highlights the 

benefits of modulation doping, or gating of materials. In the second case, we show that 

optimized construction of energy barriers within a superlattice material geometry can 

improve the power factor by up to ~30%. This paper is intended to be a review of our 

main findings with regards to efforts to improve the thermoelectric power factor through 

modulation doping and energy filtering.    

 

 

Index terms: thermoelectricity, thermoelectric power factor, Seebeck coefficient, 

modulation doping, energy filtering, atomistic calculations, quantum transport. 
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I.  Introduction 

 

The ability of a material to convert heat into electricity is measured by the 

dimensionless figure of merit ZT=σS2T/(κe+κl), where σ is the electrical conductivity, S is 

the Seebeck coefficient, and κe and κl are the electronic and lattice parts of the thermal 

conductivity, respectively. Traditionally ZT has been constrained to values of ZT~1 or 

below, corresponding to ~10% of the Carnot efficiency [1]. Recently, large 

improvements in the ZT up to values of ZT~2.2 have been demonstrated in nanostructures 

[2, 3, 4, 5, 6].  Much of this enhancement is owed to large reductions in their thermal 

conductivity compared to bulk material values. Thermal conductivities were reduced to 

κl=1-2W/mK, values close to or even below the amorphous limit [7, 8, 9, 10, 11, 12, 13, 

14, 15]. It has very recently become evident, however, that benefits from κl reduction are 

reaching their limits, and further increases of ZT can only be achieved through 

improvements in the power factor σS2 [16, 17]. 

 

 Similar benefits from power factor (σS2) improvements, however, have not yet 

been realized. This is attributed to the adverse interdependence of the electrical 

conductivity and Seebeck coefficient via the carrier density, which proves very difficult 

to overcome. Figure 1a-c shows the dependence of the conductivity, the Seebeck 

coefficient, and the power factor, respectively, versus the reduced Fermi level ηF=EF-EC, 

which dictates the carrier density. The electrical conductivity increases exponentially 

with ηF (as it increases the carrier density exponentially), the Seebeck coefficient drops 

linearly with ηF, which forces the power factor σS2 to a maximum value, that has proved  

resistant over the years to further increase. To achieve power factor improvements, some 

of the initial efforts by Hicks and Dresselhaus suggested the use of low-dimensional 

channels, which include sharp features in their density of states that are beneficial to the 

Seebeck coefficient [18]. The idea was that in these dimensionally limited structures, that 

the electrical conductivity would not suffer substantially, and that the ensuing 

improvement in the Seebeck coefficient would ultimately increase the power factor. 

Mahan and Sofo have further shown theoretically that thermoelectric (TE) energy 

conversion through a single energy level (0D channel) can reach the Carnot efficiency 
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when κl is zero [19]. Despite large efforts by the TE community over the last few 

decades, however, significant power factor enhancements due to low-dimensional effects 

has not materialized. Clearly the adverse interplay between the Seebeck coefficient and 

the electrical conductivity has proved more complicated than originally suspected.  This 

complexity is further bolstered by the energy dependence of scattering mechanisms.  

 

Current research efforts in TEs are manifold.  The engineering of the density of 

states of low-dimensional materials through quantum confinement [20] is still a topic of 

interest, but other strategies such as bandstructure engineering [21, 22, 23, 24], 

modulation doping [25, 26, 27, 28, 29, 30, 31], introducing energy resonances in the 

density of states [32, 33], and energy filtering in nanocomposites and superlattices [34, 

35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45] are being actively pursued. The common 

objective of these disparate methods is to engineer the bandstructure and transport in TE 

materials such that either the electrical conductivity or the Seebeck coefficient are tuned 

independently, or increased simultaneously, which could maximize σS2. However, 

although theoretical works indicate that power factor improvements are possible, to-date 

experiments do not commonly demonstrate significant improvements.  

 

In this review paper, we present two example studies of the main and most 

promising strategies to achieve large thermoelectric power factors, namely: i) remote 

doping (electrostatic doping through gating in this case), and ii) energy filtering in 

superlattice geometries. In the first case we present atomistic tight-binding self-consistent 

simulations of the thermoelectric power factor in gated versus doped Si nanowires. The 

motivation behind remote doping is to achieve high carrier densities in a TE material free 

of ionized impurities to improve electronic transport. In the second case study, we present 

theoretical calculations of the benefits of thermoelectric transport through superlattices 

composed of potential wells and barriers on the power factor. In this approach, the goal is 

to achieve improved energy filtering using the potential wells in the material, which 

improves the Seebeck coefficient. Here we review our theoretical efforts to optimize the 

energy filtering process by employing the Non-Equilibrium Green’s function quantum 
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transport formalism, including the effects of electron phonon scattering, and discuss 1D 

and 2D geometries.   

 

The paper is organized as follows: In Section II we present our simulation 

methodology and examine the benefits from electrostatic modulation doping in Si 

nanowires. In Section III we describe our simulation methodology and examine the 

benefits from energy filtering. In Section IV we discuss the results and further 

approaches, and in Section V we conclude.   

 

 

II. Electrostatic gating benefits to the power factor of nanowires  
 

The thermoelectric power factor σS2 peaks at high carrier concentrations around 

1019-1020/cm3, and in most cases this is achieved by doping. Doping at such high levels, 

however, introduces strong ionized impurity scattering (IIS) on charged carriers, and 

severely limits mobility and electronic conductivity. Figure 2 shows mobility calculations 

of a p-type Si nanowire in the [111] transport direction for the phonon-limited case 

(dashed line), and the phonon plus ionized impurity limited case (solid line). Indeed, the 

phonon-limited mobility, which would be achieved by modulation doping, is almost an 

order of magnitude higher compared to the ionized-impurity–limited mobility. With 

regards to its influence on the thermoelectric performance, in Ref. [21] we compared the 

phonon-limited to the phonon plus IIS thermoelectric power factor in Si nanowires 

(NWs) and demonstrated that both the power factor and ZT could be a factor of ~4× 

lower in the presence of IIS. Thus, modulation doping has been suggested as a possible 

way to achieve the required high carrier densities, while mitigating the detrimental effects 

of ionized dopants in the channel [25, 26].  

 

Indeed, several experimental works have demonstrated strong electric field 

modulation of the conductivity and the thermopower, with orders of magnitude 

improvement using modulation doping techniques, e.g. remote doping as shown in Fig. 

3a where dopant islands are introduced within a material matrix [25, 26], electrostatic 
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gating [27, 46, 47, 48], where a gate (or doped layer) is placed around a nanowire as 

shown in Fig. 3b, etc., but in all cases the quantitative improvement that was achieved 

over doped materials was only modest [25, 26, 27, 46, 47, 48]. In the best case, they 

report power factors similar to those of doped bulk materials [27]. It is, thus, difficult to 

examine whether gating could actually provide higher power factors, what the magnitude 

of the improvement would be, and at which channel sizes these improvements could be 

achieved. 

 

As a computational example of modulation doping for the purposes of this 

review, we compute the thermoelectric power factor of gated Si nanowires of a diameter 

of 12nm and compare it to the power factor of a doped nanowire. We qualitatively and 

quantitatively examine their performance differences, and indeed, show that remarkable 

power factor improvements up to ~5× can be achieved in the gated channels. Gating is a 

similar situation as in transistor devices, with the exception that in this case we form an 

accumulation, rather than an inversion layer of charge, which is less susceptible to 

surface roughness scattering as we show below. In the modulated doping nanowire case, 

the electric field from gating or from remote dopants can reach far into the enclosed 

channel volume. This creates high mobility carriers in the accumulation layer that forms, 

which improves the TE power factor. As the diameter increases, the bulk volume of the 

material contributes less and less to the overall power factor. However, in gate-all-around 

nanowires we have shown in Ref. [28] that benefits can be realized for nanowires with 

diameters up to D~40nm because the gate can effectively create an accumulation layer 

stretching deep into the core of the NW. A nanowire would be a good candidate for a 

modulated doping material due the tuneability of its diameter, since small diameters 

reduce the thermal conductivity [7, 8]. In principle, one could extend the NW to bulk like 

material by placing arrays of gated NWs.   

 

The complete computational model we employ is described in Fig. 4. There are 

four steps in the computation [49]: i) The first step is the calculation of the electronic 

bandstructure of the nanowire channel. For this we employ the sp3d5s* tight-binding (TB) 

atomistic model [50, 51]. The Schrodinger equation is solved only in the Si channel, 
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whereas the oxide is only included in the electrostatics of the device. The TB model 

assumes hydrogen passivated edge atoms using an effective passivation scheme described 

in Ref. [52]. Here we consider only the [111] p-type NW channel, which indicates 

significantly higher performance compared to the [100] and the [110] channels [53], but 

the conclusions are generally valid for all NW channels [28]. ii) The second step involves 

the calculation of the charge density using equilibrium statistics. The k-states of the 

bandstructure are filled according to the Fermi level, which is assumed to be uniform 

along the length of the device. The position of the Fermi level determines the charge 

density (Fig. 4b). iii) The third step is the solution of a 2D Poisson equation in the cross 

section of the NW. A gate all around geometry is used, with 1.1nm SiO2 as the gate 

insulator. When solving the Poisson equation we include the carrier distribution in the 

channel (as indicated in Fig. 4c), which is determined by the coefficients of the 

eigenvectors of the various k-states. These first three steps are solved self-consistently 

since the bandstructure is a function of the potential profile in the channel. iv) Once self-

consistency is achieved, we use the linearized Boltzmann transport formalism to extract 

the thermoelectric coefficients including all relevant scattering mechanisms, i.e. acoustic 

phonons, optical phonons, surface roughness scattering (SRS), and ionized impurity 

scattering (IIS) as described in detail in Refs. [21, 49]. IIS is only applied for doped/non-

gated structures. We perform the above procedure for a series of gate biases, increasing 

the charge density and driving the channel from depletion to accumulation.  

 

Within the linearized Boltzmann transport theory, the electrical conductivity, 

Seebeck coefficient, and the electronic part of the thermal conductivity are given by the 

following expressions:  
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The energy E integration over the derivative of the Fermi distribution  0f E  is 

performed from the valence band edge E0 though all energies.  E  is the transport 

distribution function (TD) defined as [19, 21]: 
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is the density of states for the 1D subbands (per spin), and A is the cross sectional area of 

the NW.   

 

For SRS we assume a 1D exponential autocorrelation function for the roughness, 

with roughness amplitude Δrms=0.48nm and roughness correlation length LC=1.3nm [54]. 

In the case of doped nanowires, with a flat potential in their cross section, surface 

roughness is assumed to cause a band edge shift due to diameter modulation. The 

scattering strength is derived from the shift in the band edge with quantization 
0E

D



 [55, 

56], and the transition rate here is given as: 
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      (4)  

where '.x x xq k k   The band edge variation is the dominant SRS mechanism in ultra-

scaled channels and results in the low-field mobility in ultra-thin nanostructures to follow 

a D6 behavior, where D is the confinement length scale, in this case the diameter of the 

channel. Note, however, that for D>10nm, this effect is weak. In addition, for NWs with 

flat potential in their cross section, in which case transport mostly happens within the 

NW core, SRS is in general weak.  
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For SRS in the gated NWs, we follow the usual way of deriving the scattering 

matrix element and scattering rates from the strength of the radial electric field in the 

channel [57]. The transition rate is given by: 

 
 
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Above,    is the Dirac-delta function which denotes energy conservation, ,f iF  are the 

final/initial bound states in the transverse plane (NW cross section), eff  is the radial 

gate-induced electric field in the NW cross section, and '.x x xq k k          

 

The required charge density for high thermoelectric power factor is around 

1019/cm3-1020/cm3. The advantage in achieving such high carrier concentration by gating 

rather than doping, lies in the fact that ionized impurity dopants will significantly reduce 

the electrical conductivity [58]. Figure 5a compares the electrical conductivity versus 

carrier concentration of the [111] NW with diameter D=12nm for these two channels. 

Three cases are depicted: i) Gated NW with phonon-limited scattering transport 

considerations (green-dot-solid line); ii) Gated NW with phonon scattering and surface-

roughness-scattering (SRS) transport considerations (green-dot-dashed line); iii) Doped 

NW with phonon scattering, SRS, and ionized impurity scattering (IIS) transport 

considerations (black-solid line). Due to the absence of ionized impurity scattering, the 

electrical conductivity of the gated channel largely surpasses that of the doped channel. In 

the case of the doped channel, where IIS (and SRS) is additionally considered in the 

calculations, the conductivity significantly drops. An important point to be mentioned 

here is that including SRS on top of phonon scattering affects the conductivity of the 

gated channel only to a small degree, and that only at concentrations above p = 

3x1019/cm3 (dashed versus solid green-dot lines). The reason why SRS is weak is that the 

electric field to achieved a hole accumulation layer is relatively weak. The electric field 

at the surface of the NW for the optimal power factor case in these simulations was 

deduced to be ( / 2) ~ 0.2 MV / cmeff r D  . This value is smaller compared to the 

electric field needed to achieve an inversion layer, as for example in transistor devices. In 
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that case the field is  0.3 MV / cmeff   [59]. SRS begins to become detrimental to the 

conductivity for even larger fields,  0.4 MV / cmeff  . In the case of gated 

thermoelectric channels, therefore, SRS is weak. Note that in the calculation of the SRS 

rates, we have even used relatively large roughness amplitude values of Δrms = 0.48nm 

and correlation lengths LC = 1.3nm [54]. 

 

The Seebeck coefficient, on the other hand, improves when scattering becomes 

stronger as shown in Fig. 5b. In general, additional scattering mechanisms improve the 

Seebeck coefficient since this quantity follows the inverse trend compared to 

conductivity. Adding SRS to the phonon-limited result of the gated channel improves the 

Seebeck coefficient at higher carrier concentrations (green-dot lines). Similarly, ionized 

impurity scattering in the case of the doped channel (solid-black line), largely improves 

the Seebeck coefficient. That increase, however, is not large enough to compensate for 

the large degradation of the electrical conductivity caused by ionized impurity scattering. 

 

As a result of the superior conductivity, and only mild reduction in the Seebeck 

coefficient, the thermoelectric power factor shown in Fig. 5c is much larger in the case of 

the gated channel compared to the doped channel. The power factor of the gated channel 

peaks at concentrations around p~1019/cm3, and it is ~5× higher compared to that of the 

doped channel. This qualitatively and quantitatively demonstrates the advantage of the 

gated NW channels for achieving large thermoelectric power factors compared to the 

traditionally used doped materials. It is again interesting to observe that SRS degrades the 

power factor of the gated channel only slightly (green-dashed-dot line). On the other 

hand, IIS is already strong enough at this concentration to cause significant degradation 

to the power factor of the doped channel (black-solid line).  

 

        

III. Energy filtering benefits to the power factor of superlattices 
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The second promising power factor improvement strategy is energy filtering, 

achieved through introducing energy barriers in the transport direction of electronic 

charge [37]. Such cross-plane superlattice geometries have indeed demonstrated 

improvements in the Seebeck coefficient [20, 43]. However, no significant improvement 

in the thermoelectric power factor σS2 of such structures have been achieved to date. This 

is because in practice energy barriers also strongly reduce the electrical conductivity, 

although theoretical studies indicate that this should be possible [23, 37, 60], and 

performance improvements to the power factor up to ~40% can potentially be achieved. 

One of the reasons for the inability of experiment to observe power factor improvements 

is the fact that several design components need to be controlled and optimized in order 

for the power factor benefits to materialize. Below, we revise these main design features 

as illustrated in the works of us and others. Using NEGF quantum mechanical transport 

simulations we demonstrate how power factor improvements can be achieved for 1D and 

2D superlattices.  

 

In previous theoretical works [23, 24, 34, 60, 61] a series of parameters were 

identified with regards to the superlattice geometry and the construction of the wells and 

barriers that provide the highest thermoelectric power factor. These parameters were 

identified as follows: i) the carrier energy within the potential wells needs to be semi-

relaxed, ii) the width of the barriers needs to be large enough to prevent tunneling, but 

small enough to keep the channel resistance low, and iii) the Fermi level needs to be 

placed high into the bands for improved conductivity, and ~kBT below the maximum of 

the barriers. With regards to (i), e.g. the size of the well and semi-ballistic transport 

within them, very large wells will result in diffusive transport, and also reduce the ability 

of the barriers to produce a high Seebeck coefficient because the barriers will only 

occupy a small fraction of the total volume of the material. When the wells are too short, 

on the other hand, although transport within the wells could be ballistic, too many 

barriers and interfaces are introduced in the geometry, which degrades conductivity 

substantially. Thus, the optimal case is somewhere in between, which dictates partial 

energy relaxation of the charge carriers. Note that in general, especially if the structures 

are highly doped, the carriers’ momentum is randomized, and transport is diffusive, but 
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the requirements for large power factors is energy semi-ballisticity, therefore it is 

acceptable for momentum to be randomized [24, 34, 60, 62]. With regards to (ii), i.e. the 

role of barrier thickness, Fig. 6 shows the calculated charge current energy flow through a 

channel with energy barriers. The calculations were performed using Non-Equilibrium-

Green’s Function (NEGF) simulations, including electron-phonon interactions. The 

colormap shows the actual current energy flow with yellow denoting the highest and 

green the lowest current, while the red line shows the average value of the current energy 

for the right going carriers. The band profile with the barriers and wells is denoted by the 

black solid line, and the Fermi level EF by the black dashed line. Most current flows over 

the potential barriers as expected, however, carrier energy relaxation due to the emission 

of optical phonons is observed within the potential wells. Very narrow barriers become 

transparent to the charge flow and eliminate the Seebeck coefficient (Fig. 6a), and thick 

barriers cause carriers to relax on the top of that barrier at low energy and velocity states, 

which hinders the conductivity (Fig. 6b). Thus, barriers as well need to be designed by 

having this in mind, and for common semiconductor materials such as Si or Ge, this 

thickness is in the range of a few nanometers (see Fig. 6c).                  

 

Following these design guidelines, we perform NEGF quantum transport 

simulations including the effect of electron scattering with acoustic and optical phonons 

to illustrate the benefits to the power factor. For simplicity we consider a uniform 1D 

channel within the effective mass approximation, where the barriers are formed by 

raising locally the potential. The effect of electron scattering with acoustic and optical 

phonons in NEGF is modeled by including a self-energy on the diagonal elements of the 

Hamiltonian. A constant electron-phonon coupling strength D0 is used for both acoustic 

and optical phonons as described in detail in [63, 64]. This commonly employed 

approximation has been shown to capture all essential scattering physics and to be 

quantitatively valid for many systems [65], such as electrons in silicon [66], transport in 

carbon nanotubes [64], and many more. We first calibrate the superlattice material under 

consideration as follows: We set the well widths at LW=20 nm and find the position of the 

Fermi level at EF=0.14eV above the conduction band edge, which gives the highest 

ballistic conductance. We then include electron-phonon scattering, and set the value of D0 



 

12 

such that the conductance of a 20 nm channel is found to be 50% of the ballistic value. 

This effectively amounts to fixing a mean free path of 20 nm for the system. The 

appropriate D0 was found to be D0=0.0016 eV2 (which, again, for simplicity is taken to be 

the same for acoustic and optical phonons). Then we introduce the barrier thicknesses of 

LB=3nm using perfect square shaped wells/barriers. We set the barrier height at VB=0.16 

eV (~kBT above EF).    

 

The power factor, GS2, was obtained from the expression:  

I=GΔV + SGΔT.            (6) 

For each value of the power factor, the calculation was run twice, initially with a small 

potential difference and no temperature difference (ΔT=0), which yields the conductance 

(G=I(ΔT=0)/ΔV), then again with a small temperature difference and no potential difference 

(ΔV=0), which yields the Seebeck coefficient (S=I(ΔV=0)/GΔT).  This method is validated 

in Ref. [23]. We used current conservation throughout the system as the convergence 

criteria to determine self-consistency of the scattering self-energy down to 1%. The sharp 

features of the system required an unusually large number (~1000s) of convergence steps 

that determine the electron-phonon interaction and the Green’s function.  

 

By fixing the geometry and the barrier heights VB as described above, Figure 7 

shows the electrical conductance, the Seebeck coefficient, and the power factor of the 

superlattice structure versus the position of the Fermi level. The magenta line in Fig. 7c 

shows the maximum power factor that can be achieved using the uniform material 

without the barriers, in which case the Fermi lever is placed ~kBT below the conduction 

band edge EC, which operates under the usual bulk thermoelectric principle. Comparison 

between the two channels (single versus multiple barriers) demonstrates the advantages 

of the multi-barrier/well geometry to the power factor. The benefit arises because the 

wells of the channel allow for high energy carriers with increased velocities, compared to 

low energy carriers in the single barrier geometry [24, 34]. The wells locally increase the 

conductance, but reduce the Seebeck coefficient. The presence of the barriers reduces the 

electrical conductivity, but increases the Seebeck coefficient. Overall, however, the 

superlattice geometry provides a power factor advantage by ~20%. It is important to note 
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that the gains are obtained when the Fermi level is positioned at EF=0.14eV, which is 

roughly ~kBT below the barrier VB as also observed in other works [23, 24]. This 

difference between EF and VB is the ideal such that the high energetic carriers can still go 

through the barrier whereas the low energy carriers are blocked, and thus energy filtering 

is effective, and on the other hand the barriers are not so high as to obscure carrier 

transport significantly and reduce the conductance. In addition, as explained in Ref. [34, 

60], the positioning of the Fermi level high into the conduction band allows the use of 

high velocity carriers, which improve the conductivity of the channel. Another interesting 

fact, is that perfectly sharp edges are not the ideal barrier features for optimal power 

factor. The reason is that sharp edges introduce strong quantum reflections, which 

degrade the electronic conductivity more than they increase the Seebeck coefficient [60]. 

Figure 7c shows the optimal power factor that can be obtained once the low energy parts 

of the barriers are smoothened out, which provides an additional improvement (up to 

~27%) in total compared to the uniform material. As shown in Ref. [60], it is expected 

that an additional benefit even up to ~40% could also be obtained when the top edges are 

smoothened. Thus, when fabricating superlattices, perfect interfaces between the two 

materials that get connected are not the optimal design, which is good news considering 

the experimental challenges in achieving perfect interfaces.             

 

 After the illustration of power factor gains in a 1D example material, we extend 

this study in a 2D material, again using the same method, i.e. NEGF simulations for 

electronic transport including the effect of electron-phonon interactions. In this case we 

extend the width of the channel in the transverse direction to W=30nm, while the length is 

kept at Lch=180nm as before, with well lengths of LW=20nm. In this case, several 

transverse bands appear, but of course extending the width to hundreds of nanometers to 

reach a realistic 2D material would require an excessively higher computational time. As 

an indication, the simulation for the NEGF transport in the 1D channel including 

electron-acoustic and electron-optical phonon interactions requires several hours on a 

single processor. In the case of the 2D channel, the simulation takes around a day on a 16 

core shared memory environment.   
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For the purposes of this study, we keep the Fermi level constant at EF=0.14eV, 

and we examine the influence of the different barrier heights VB and barrier thicknesses 

LB on the power factor. Figure 8 shows the simulation results for the thermoelectric 

coefficients. Figure 8a shows the electrical conductance G, Fig. 8b the Seebeck 

coefficient S, and Fig. 8c the power factor GS2 versus the length of the barrier. Simulation 

data for three different barrier heights VB, 0.1eV 0.12eV and 0.14eV are presented. An 

important observation, as also mentioned earlier in the case of the 1D case study, is that 

the power factor peaks at barrier thicknesses of around LB=2nm. For barrier thicknesses 

below 2nm the conductivity increases significantly due to tunneling, but this is 

detrimental to the Seebeck coefficient. For thicknesses above 2nm, the low 

energy/velocity carriers on top of the barriers increase the resistance of the overall 

material. The power factor peaks somewhere around LB=2nm. Thus, the optimal barrier 

needs to be thick enough for tunneling to be prevented, but thin enough for its resistance 

to remain low [60].  

 

Another important observation is the behavior of the maximum power factor with 

respect to the barrier height VB. In this case, the highest power factor is observed for 

barrier heights not ~kBT higher compared to the Fermi level as in the 1D channel case, 

but at VB=0.12, which is ~kBT below the Fermi level (EF=0.14eV). The reason is that the 

optimal positioning of the barriers compared to the Fermi level is determined by the 

interplay between the conductance reduction by the barriers and Seebeck increase by 

energy filtering. This is ultimately controlled by the energy distribution of the carriers 

and the energy distribution of the different scattering mechanisms that take place. This is 

different in 1D and 2D cases due to the many more subbands in the 2D case, and thus the 

overall different energy distribution of carriers. (Here we consider that by increasing the 

width the electronic structure of the channel deviates from 1D towards 2D). Thus, the 

various subbands that appear as the width of the channel increases provide a different 

optimized position of the barriers with respect to the Fermi level. In the case of 

semiclassical transport, all this information is included in the so-called transport 

distribution (TD) function which appears in the Boltzmann Transport Equation (BTE) as 

described in [19, 58]. For example, a 3D semiclassical study in Ref. [60], which also 
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considered the effect of ionized impurity scattering (which results in very different TD 

function) showed that the optimal EF is actually ~2kBT below the VB. In that case, the 

optimal power factor using energy filtering was 40% higher compared to that of the bulk 

material. Thus, the message to be conveyed by this finding, is that the design of 

nanostructured superlattices for enhanced power factors depends on the energetics of the 

bandstructure and the scattering mechanisms, and can vary by +/- kBT or even 2kBT, 

which is quite significant, and could mean very different doping conditions needed to 

place EF precisely achieve the peak of the power factor. Careful considerations of all 

parameters discussed are needed in order to achieve power factor benefits, which can be 

extracted through detailed modeling and simulation works. This, together with the 

geometrical details of the superlattice construction could explain why to-date experiments 

were not able to utilize energy filtering and successfully demonstrate power factor 

improvements in superlattices, despite theoretical predictions.       

  

 

IV. Discussion      

The results of Fig. 7 and Fig. 8 clearly show that well-designed superlattices 

could result in ~20%-30% thermoelectric power factor improvements compared to 

materials with a uniform underlying potential. For this, a series of parameters needs to be 

carefully calibrated as mentioned earlier (i.e. semi-ballistic wells, proper positioning of 

the Fermi level with respect to the barriers, proper barrier thickness). Large effort is 

currently being devoted in achieving high power factors in such geometries, and in this 

work, we stress the importance in using the proper parameters if these gains are to be 

achieved, which would come out of advanced simulations. We also need to stress that 

superlattices and nanocomposites in general, provide high ZT figures of merit as a 

consequence of their extremely low thermal conductivities [37, 67, 68, 69], as well as the 

non-uniformity of the spatial thermal conductivity [24, 34]. These in and of themselves 

suggest they are indeed very promising thermoelectric materials. Achieving additional 

power factor benefits through energy filtering, however, seems to require additional 

consideration of several other design parameters [70, 71].  
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It is interesting to consider topologies and material designs which combine the 

two promising directions described in this paper, modulation doping and energy filtering. 

In this way, very large power factors can be achieved. One demonstration is our recent 

work in nanocrystalline materials presented in Ref. [34, 72, 73]. In that case, two-phase 

material geometries consisting of grains of diameter ~30nm, separated by grain 

boundaries of thickness ~2nm, which form barriers [74, 75] and provide energy filtering 

were demonstrated. Significant power factor improvements can be achieved once the 

underlying nanostructure is properly designed to incorporate three important effects: i) 

Degenerate doped grain regions (potential wells) at concentrations up to the 

p=1.2x1020/cm3 to achieve overall high conductivity, i.e. the Fermi level is raised 

significantly into the bands; ii) Highly non-uniform placement of the dopants, 

preferentially in the middle of the grains (introducing partially modulation doping); and 

iii) Potential barriers around the grain boundary regions to achieve carrier filtering and to 

improve the Seebeck coefficient. The result is that the power factor in this material 

largely overpasses the power factor of bulk crystalline Si by at least ~5× reaching values 

of ~15mW/mK (compared to the bulk Si value ~2mW/mK), demonstrating one of the 

highest power factors reported at room temperature.  

       

 

V. Conclusions 

In conclusion, despite the large improvement in thermoelectric performance over 

the last 20 years due to the realization of materials with extremely low thermal 

conductivities, it is now recognized that any further improvements will come from the 

power factor. Out of several strategies to achieve high power factors, in this paper we 

discuss two of the most promising ones, namely modulation doping and energy filtering. 

Modulation doping, in terms of remote doping, or electrostatic gating, allows for high 

carrier mobilities and conductivities at the high carrier densities required to maximize the 

power factor, because they free the channel of the degrading effect of ionized impurity 

scattering. We show that power factors up to 5× compared to those of doped channels can 

be achieved. The limitation of this techniques, however, is that improvements can only be 

realized in the material regions in which the electric field from the remote dopants, or the 
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gate, can extend, which might limit its expansion to large volumes. Energy filtering 

allows improvement of the Seebeck coefficient and the power factor in structures with 

embedded potential barriers, such as the case of superlattices studied in this review. A 

series of barriers and wells can be carefully designed such that up to ~27% benefits to the 

power factor can be realized. Indeed, a material that combine these two strategies has 

been shown to provide one of the highest power factor reported (~15mW/mK) [34]. In 

general, however, increasing the thermoelectric power factor, also for materials with 

ultra-low thermal conductivities, remains to be a major challenge for the thermoelectric 

community. Success in surpassing the adverse interdependence of the electrical 

conductivity and the Seebeck coefficient and achieve high power factors, however, will 

possibly allow for materials with ZTs beyond the value of 3, and enlarge the range of 

applications and use for thermoelectricity.             
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Figure 1:  
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Figure 1 caption:  

The dependence of the electrical conductivity (a), the Seebeck coefficient (b) and the 

thermoelectric power factor (c), on the reduced Fermi level ηF=EF-EC, where EC is the 

conduction band and EF is the Fermi level.  
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Figure 2:  
 

 

 

Figure 2 caption:  

The mobility of the D=12nm [111] nanowire (NW) versus carrier density for two 

different channel situations: (i) Phonon-limited mobility (black-dashed line). (ii) Phonon 

scattering and ionized impurity scattering (IIS) are considered (black-solid line).     
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Figure 3:  
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Figure 3 caption:  

Schematics of modulation doping techniques. (a) Doped islands, or highly doped regions 

within an undoped material provide remote doping to the active thermoelectric material 

region. (b) Remote doping or electrostatic doping gating through gating in a nanowire 

channel geometry.   
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Figure 4:  
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Figure 4 caption:  

Simulation procedure steps (from top to bottom). The NW bandstructure is calculated 

using the sp3d5s* tight-binding model. (b) Equilibrium statistics are used to calculate the 

charge distribution in the NW. (c) The charge is self-consistently coupled to a 2D Poisson 

equation to obtain the electrostatic potential in the cross section of the wire. (d) Upon 

convergence, Boltzmann transport theory is used for mobility calculations. (Examples of 

relevant valence band scattering mechanisms are shown.) 
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Figure 5:  
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Figure 5 caption:  

The thermoelectric coefficients of the D=12nm [111] nanowire versus carrier density. (a) 

The electrical conductivity. (b) The Seebeck coefficient. (c) The power factor. Three 

different channel situations are shown: (i) Gated NW under phonon scattering-limited 

considerations (green-dot-solid line). (ii) Gated NW under phonon scattering and SRS 

considerations (green-dot-dashed line). (iii) Doped (non-gated) NW under phonon 

scattering, IIS, and SRS considerations (black-solid line).   
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Figure 6: 

 

Figure 6 caption:  

(a) The band diagram of the superlattice materials under consideration, consisting of a 

series of potential wells and barriers (black-solid line). The Fermi level EF is indicated by 

the black-dashed line. The colormap shows the current energy spectrum through the 

superlattice material (the average energy of the current is shown by the red line). (a) The 

case of a thin, transparent barrier, in which most current passes through the barrier. (b) 

The case of a thick barrier, where most of the current passes over the barrier. (c) The case 

of an optimal superlattice, where most current passed over the barriers, and energy 

relaxation is observed in the wells (lowering of the red line in the well regions). The 

material is designed to have 50% ballisticity in electron transport in the wells.  
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Figure 7: 

 

Figure 7 caption:  

The thermoelectric coefficients of a 1D superlattice material versus the position of the 

Fermi level EF with respect to the conduction band edge. (a) The electrical conductance, 

(b) the Seebeck coefficient, and (c) the power factor. The barrier height is VB=0.16 eV. 

The optimal power factor of the single barrier channel (usual bulk thermoelectric 

operation) is indicated by the magenta-dashed line, and the optimal power factor of a 

superlattice with smoothened barriers by the black-dashed line in (c). Insets of (c): The 

potential profiles in the channel (unsmoothed-sharp barriers and smoothed barriers).   
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Figure 8: 

 

Figure 8 caption:  

The thermoelectric coefficients of a 2D superlattice material versus the barrier region 

length LB. (a) The electrical conductance, (b) the Seebeck coefficient, and (c) the power 

factor. The Fermi level is fixed at EF=0.14eV, and results for different barrier height 

situations are shown from VB=0.12eV (blue) to VB=0.16eV (red).  


